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PROJECT SUMMARY

We are in the midst of a very ill-advised craze to replace conventional election systems with
self-auditing fully electronic voting machines that have essentially no external accountability. Un-
fortunately, all of the existing self-auditing fully electronic voting systems provide absolutely no
meaningful assurance that votes cast are correctly recorded and counted. The developers and pur-
veyors insist that we must trust them, despite the almost total lack of accountability and a total lack
of nontamperable audit trails, and despite the developers’ insistence on closed-source proprietary
software and interfaces that can in many cases allow software developers and local election offi-
cials to alter the software and the voting configurations with no evidence thereof. The opportunities
for accidents and fraud are basically unchecked. (For a long time, but especially in the past two
years, election system developers and vendors have been increasingly lobbying procurement agen-
cies and election officials, extolling the wonders of their products. Many of their claims relating to
properties of their systems are clearly unsubstantiated, and in some cases seriously false.)

The work proposed herein will explore various alternatives for providing significant integrity
and independent accountability, including mechanisms and approaches that can surmount the fun-
damental inadequacies of self-auditing fully electronic voting systems. It addresses various issues
throughout the development cycle and subsequent system use, including requirements, system
principles, auditing, independent oversight, evaluation, certification, and the relevance of open-
source and proprietary software in the context of systems that must be trustworthy beyond re-
proach. In many respects, the problems associated with attempting to obtain truly trustworthy
electronic voting systems represent a paradigmatic difficult case, because of the requirements for
a reviewable development process, high system integrity, strong independent accountability, con-
fidentiality of votes, ability to defend against challenges of system/ballot integrity and account-
ability, defense against denial-of-service attacks, and defense against threats by insiders (including
developers and election officials) as well as outsiders (several of the existing machines have exter-
nal interfaces that are largely omnipotent with respect to the software and the data, and therefore
totally subvertible). Overall, achieving integrity and accountability in operational electronic vot-
ing systems is an end-to-end problem in which there are numerous potential weak links. In order
to have any credibility whatsoever, all of these weak links must be either removed or carefully
monitored. As a consequence, the proposed work constructively encompasses issues of system
architecture and in some cases network architecture, software engineering, security, privacy, pseu-
doanonymity, and operational practice. The results of this effort will also be directly applicable
to various other applications in which accountability and integrity must be balanced with needs
such as privacy, confidentiality, and pseudoanonymity, such as monitoring proper use of sensitive
databases without compromising the desired privacy that might otherwise result from the monitor-
ing itself. Participation of graduate students is included.

In addition to the research content, the proposed work will include relevant reports, articles,
and a book; educational materials suitable for courses in computer security and political science
and for use by election personnel; interactions on standards efforts with NIST, the Federal Election
Commission, and the new Election Assistance Commission; and suggestions for design features
that can enhance and support voter usability.
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PROJECT DESCRIPTION

When we refer here to voting systems, we actually encompass all of the systems involved in
casting and recording ballots, tabulating votes, and distributing the results. (We will not deal
extensively with problems in recording registrations and distributing voter records – except in the
context of Internet voting; although those problems are of course also a vital part of the voting
process, they are generally external to the systems for casting and tabulating votes.) Thus, we
consider much more than just the vote-casting machines, although those systems are certainly
at the heart of the problem and represent many of the concerns for overall system integrity and
accountability.

There are enormous risks of undetectable and unprovable fraud in today’s self-auditing fully
electronic voting systems, not to mention undetectable and unprovable accidents. In the absence
of any meaningful voter-verifiable independent accountability, it is a simple matter for trusted in-
siders (developers, programmers, administrators) as well as knowledgeable local election officials
to tamper with the systems so that votes are not correctly recorded and not correctly counted. (See
Inside Risks columns by Neumann [25], Rebecca Mercuri [13, 14, 17, 18], and Mercuri/Neumann
jointly [20], in issues of the Communications of the ACM, all on the inside back page. Even though
Neumann edits this CACM series, all of these articles were subjected to review by his ACM Com-
mittee on Computers and Public Policy. Also, see Mercuri’s article on auditing audit trails [19] in
her CACM Security Watch series.)

In addition, Neumann has written numerous articles on the subject of actual irregularities in
electronic as well as conventional voting systems. These have appeared in the ACM Risks Forum
(www.risks.org) and in regular issues of the ACM Software Engineering Notes. His Illustrative
Risks document [29] contains an index to many of those items. In some of these cases reported
in the RISKS archives, election results were subsequently determined to be incorrect, sometimes
seemingly accidentally (of which there are surprisingly many cases) but sometimes with strong
suspicions of fraud (although internal fraud is very difficult to prove in the absence of meaning-
ful accountability, particularly in self-auditing fully electronic systems). Whenever results were
suspected to have been wrong (for example, because of divergence from exit polls, or because of
evident malfunctions), it is often impossible to distinguish between errors that appear to be acci-
dental and results that might have been caused by intentional internal manipulation. In such cases,
the integrity of the election process tends to be left in doubt long after the election itself seems to
have been resolved.

As elaborated upon in the biography section and noted in the Merit Review Criteria subsection
of the Project Description, Neumann and Mercuri both have been involved in analyzing election
system technology for many years. In addition, Dr. Neumann was a participant in two workshops
that led to the Caltech/MIT Voting Technology Project final report [1]. Dr. Mercuri was a contribu-
tor to the George Washington University Democracy Online Project [6], and testified for Congress
on this topic.

The U.S. Government is spending at least $4 billion in Federal funds in new (and supposedly
improved) election equipment; however, this is only the tip of an iceberg, because many of the new
systems require substantial support, training and services, plus additional ongoing costs. However,
this may not be lead to real improvements because of the prevailing environments in which over-
sight and accountability of the computer systems are almost nonexistent. Clearly, alternatives are
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needed.
At present, two basic methods have been proposed for providing much greater integrity and

independent voter-verified accountability as an augmentation to electronic systems.

� For over a decade, Rebecca Mercuri has urged the use of a voter-verified independent hard-
copy machine-readable records. This concept is discussed in greater detail below. If the
machine-readable record is used for official tabulations, her method obviates the need to
trust the electronic machines (which nevertheless can provide an effective human interface
and instant unofficial results).

� Under a different approach, David Chaum (www.chaum.com) has outlined a redundancy-
check paper (or other nonelectronic) receipt mechanism (Secret-Ballot Receipts and Trans-
parent Integrity, unpublished memorandum, available at www.vreceipt.com) that can provide
substantial assurance of correct results (within a particular probabilistic measure), also with
voter verifiability, even if the voting machines themselves are not completely trustworthy,
while at the same time ensuring voter privacy. The Chaum approach provides additional
assurances that offset the basic weakness of having to trust the vote-casting systems. The
Chaum approach still requires some measure of trustworthiness in the voting process (which
need not be electronic), and thus is therefore somewhat weaker than the Mercuri Method.

Various cryptographic approaches have also been proposed, but they all suffer from the un-
trustworthiness of the system environments in which they are implemented. In the absence of a
voter-verified completely independent nonsubvertible medium (e.g., paper, film, or perhaps even
once-writable memory under suitable circumstances of assured trustworthiness), today’s systems
provide essentially zero accountability as to the integrity of computerized voting. (Note also that in
typically nonsecure systems, audit trails can relatively easily be tampered.) Voting on such a ma-
chine is thus logically equivalent to LasVegas-style gambling over the Internet using an off-shore
computer system that is completely controlled by organized crime.

Background

The lack of integrity and accountability in the voting process is a very old problem. Many of the
old and new problems surfaced in 1985 in a series of articles by David Burnham in The New York
Times (July 29 and 30, August 4 and 21, and December 18, 1985). In Neumann’s RISKS section
of the July 1986 issue of the ACM Software Engineering Notes (volume 11, number 3), there was
an analysis of voting system risks based on a talk by Eva Waskell summarized by Ron Newman,
enumerating a wide range of problems such as spaghetti code, the same memory locations being
used interchangeably for multiple races, undocumented GOTOs, the use of the COBOL ALTER
verb that allows self-modifying code, calls to undocumented and unknown subroutines, bypass-
able audit trails, and so on. In 1988, Ronnie Dugger [9] wrote a long article in The New Yorker
that discussed many of the problems then perceived. Perhaps most important is a 1988 report by
Roy G. Saltman [37] at the National Bureau of Standards (now NIST) that discussed the risks to
elections, laying out numerous recommendations on what needed to be done to avoid them. Then,
the 1988 Senate race in Florida (in the same four counties using the punch-card equipment that
was problematic in the 2000 Presidential election) resulted in 210,000 votes mysteriously disap-
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pearing when compared with the totals for the Presidential race — representing a startling 14% of
the number of voters whose votes were apparently not counted in those counties.

In the last 20 years, the situation has been growing progressively worse, particularly with the
advent of the development of unmonitorable electronic systems. Essentially all of the warnings
of Burnham, Dugger, and Saltman from the 1980s have gone unheeded; although the electronic
systems make it appear that everything is running smoothly, there has been almost no progress in
system integrity and accountability in commercially available voting systems. Even the minimal
audit trails that do exist are easily compromised, so that there is little or no integrity even in the
little accountability that might seem to exist.

As a further illustration of the lack of progress, contrast the situation today with what Neumann
wrote in 1990, in an Inside Risks column in the CACM (very slightly edited here for continuity):

*** BEGIN 1990 ARTICLE: ***

Risks in Computerized Elections, Peter G. Neumann
ACM Communications of the ACM, November 1990 [25]

Introduction. Errors and alleged fraud in computer-based elections have been re-
curring Risks Forum themes. The state of the computing art continues to be primi-
tive. Punch-card systems are seriously flawed and easily tampered with, and still in
widespread use. Direct recording equipment is also suspect, with no ballots, no au-
dit trails, and no real assurances that votes cast are properly recorded and processed.
Computerized elections are being run or considered in many countries, including some
notorious for past riggings; thus, the risks discussed here exist worldwide.

Erroneous results. Computer-related errors occur with alarming frequency in elec-
tions. Last year there were reports of uncounted votes in Toronto and doubly counted
votes in Virginia and in Durham, North Carolina. Even the U.S. Congress had dif-
ficulties when 435 Representatives tallied 595 votes on a Strategic Defense Initiative
measure. An election in Yonkers, New York, was reversed because of the presence of
leftover test data that accumulated into the totals. Alabama and Georgia also reported
irregularities. After a series of mishaps, Toronto has abandoned computerized elections
altogether. Most of these cases were attributed to “human error” and not “computer er-
ror”, and were presumably due to operators and not programmers; however, in the
absence of dependable accountability, who can tell?

Fraud. If wrong results can occur accidentally, they can also happen intentionally. Rig-
ging has been suspected in various elections, but lawsuits have been unsuccessful, par-
ticularly in the absence of incisive audit trails. In many other cases, fraud could easily
have taken place. For many years in Michigan, manual system overrides were neces-
sary to complete the processing of noncomputerized precincts, according to Lawrence
Kestenbaum. The opportunities for rigging elections are manifold, including the in-
stallation of trapdoors and Trojan horses, child’s play for vendors and knowledgeable
election officials. Checks and balances are mostly placebos, and easily subverted. Inci-
dentally, Ken Thompson’s oft-cited Turing lecture [39] reminds us that tampering can
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occur even without any source-code changes; thus, code examination is not enough.

Discussion. The U.S. Congress has the constitutional power to set mandatory stan-
dards for Federal elections, but has not yet acted. Existing standards for designing,
testing, certifying, and operating computerized vote-counting systems are inadequate
and voluntary, and provide few hard constraints, almost no accountability, and no in-
dependent expert evaluations. Vendors can hide behind a mask of secrecy with regard
to their proprietary programs and practice, especially in the absence of controls. Poor
software engineering is thus easy to hide. Local election officials are typically not suf-
ficiently computer literate to fully understand the risks. In many cases, the vendors run
the elections.

Reactions in RISKS. John Board at Duke University expressed surprise that it took
over a day for the doubling of votes to be detected in eight Durham precincts. Lorenzo
Strigini reported last November on a read-ahead synchronization glitch and an operator
pushing for speedier results, which together caused the computer program to declare
the wrong winner in a city election in Rome, Italy. Many of us have wondered how
often errors or frauds have remained undetected.

Conclusions. Providing sufficient assurances for computerized election integrity is a
very difficult problem. Serious risks will always remain, and some elections will be
compromised. The alternative of counting paper ballots by hand is not promising. But
we must question more forcefully whether computerized elections are really worth the
risks, and if so, how to impose more meaningful constraints.

NOTE: The Virginia, Durham, Rome, Yonkers, and Michigan cases were discussed in
ACM Software Engineering Notes, 15, 1, January 1990, 10-13. [Many subsequent cases
have appeared in later issues, continuing to the present.]

*** END 1990 ARTICLE: ***

In the 2000 and 2002 elections, numerous cases were reported that raise suspicions regard-
ing the electronic systems: more votes counted than cast; touch-screen choices for one particular
candidate showing up on the screen for another candidate on multiple voting machines; vendor
personnel “fixing” software on the fly; exit polls radically differing from the official tallies; the
failure of the networks’ exit-poll systems, blocking the only semblance of independent checks on
the integrity of the electronic systems; and so on.

In light of the 2002 election problems, it is clear that the situation is still deplorable, particularly
with respect to self-auditing fully electronic election systems. Furthermore, the situation seems
to be getting worse, due to the proliferation of self-auditing voting equipment and software that
has an even greater potential for global fraud or errors affecting many systems simultaneously,
with virtually no controls over auditability and no legislation that resolves what to do in the case
of equipment failure, inability to recover data, different results provided on multiply redundant
recording mechanisms, and so on.

Not only have the new unauditable electronic systems introduced more security risks and op-
erational difficulties, but they have in many cases (especially in the touch-screen systems) become
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more difficult (rather than easier) to use for some members of the general population, as well as for
other special populations (such as the palsied, those with shaking hands). They have demonstrated
increased start-up, maintenance, and monitoring costs, well beyond those for other, more tradi-
tional, balloting methods. For example, it now takes Broward County in Florida two hours (instead
of one) to start up their voting machines at the beginning of each election, and they are required to
use county employees rather than the regular poll-working staff, because of the complexity of the
machines. This cost Broward an additional $2.5 million just to run the November 2002 election,
in addition to something on the order of $18 million they spent on the new machines, and with
less auditability (some 103,000 votes turned up two days after the election). Such unexpected and
ongoing add-on costs are expected to increase as these systems proliferate.

It also needs to be understood that voting over the Internet entails even greater risks, as noted
in [32, 36]. The lack of assured trustworthiness is an even more serious obstacle when dealing
with the Internet. Essentially everything is a potential weak link, including the file servers that
would provide allegedly trustworthy voting software, the Web servers and back-end systems that
would accept and count the votes, malicious insiders and random intruders altering software and
data, analogs of the Ken Thompson Trojan horse [39], rest-home administrators casting votes for
all of their inhabitants, penetrators casting large numbers of unauthorized votes from untraceable
off-shore systems, and many other scenarios that enhance the ease of election fraud through tech-
nology — rather than eliminating it or greatly reducing it. Internet voting also provides increased
opportunities for vote-selling, monitoring, harassment, and control of ballots by other people than
the voter. These problems are especially salient in a country that has suffered from voter disen-
franchisement, especially of minorities, throughout its entire history.

Previous Research on This Problem

Neumann’s 1995 book, Computer-Related Risks [26], discusses some of the problems (pages
171–174) and outlines some criteria for computer-based voting, including system integrity, data in-
tegrity and reliability, voter authenticity, voter anonymity and data confidentiality. system account-
ability, system disclosability, system availability, system reliability, interface usability, documen-
tation and assurance, other criteria such as trusted paths and personnel integrity (pages 245–253).
It also points out that any such enumeration is intrinsically incomplete.

Dr. Mercuri’s Ph.D. thesis (noted below) picks up from there and considers a much more
detailed set of requirements and criteria in terms of protection profiles under the Common Criteria
framework [11]. It also defines with considerable care the approach that we refer to here as the
Mercuri Method, involving an independent voter-verified, nontamperable, but yet private, audit
record that can enable trustworthy voting systems even if the primary computer systems are not
trustworthy [15, 16]. (See also a recent book chapter by Mercuri and Neumann [21].)

The Mercuri Method and the Chaum Secret-Ballot Receipts are examples of the principle of
minimizing what must be trustworthy, thereby reducing the number and scope of the weak links.
This principle is explored extensively in Neumann’s ongoing work [30] for DARPA’s Compos-
able High-Assurance Trustworthy Systems program. His effort also considers the general problem
of making more-trustworthy systems out of less-trustworthy subsystems, which is highly relevant
here, and addresses reliability, survivability, performance, and other requirements in addition to
security.
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Inklings of Progress

Indeed, the Mercuri Method is currently incorporated into the electronic voting systems of
Avante International Technology, specifically in Vote-Trakker EVC308 and its successor versions,
with plans to retrofit it into earlier models. It has also has been used experimentally with con-
siderable reported success in some of machines in the 2002 Brazilian elections [35], although the
correctness of about only 3% of the votes was actually checked (that is, the consistency between
the electronic tabulations and the paper records).

Synopsis of Dr. Mercuri’s Thesis

The subject of electronic voting and vote tabulation involves a unique combination of tech-
nological, computational, and sociological problems that produce a set of constraints upon the
systems used for ballot entry and vote counting.

This document identifies the various types of voting systems; the hierarchy of constraints un-
der which they are required to operate; and the numerous checks and balances that need to be
provided in order to ensure accuracy and integrity. The thesis work involved a detailed assessment
of the limitations of electronic vote tabulation systems using the framework of the ISO’s Common
Criteria. A minimal voting system was described, along with a procedure by which existing and
proposed voting systems may be evaluated for potential flaws.

The result demonstrated the existence of a category of systems for which the Common Criteria
can be deemed inadequate. The Criteria provides for assessment of system dependencies, but does
not account for counter-indications.

Specifically, the requirement for ballot privacy creates an unresolvable conflict with the use of
audit trails in providing security assurance.

This result has broad implications within other commercial arenas, particularly those involving
anonymous data delivery. Other results involved an appraisal of possible election risks (such as
global denial of service and Trojan horse attacks) that are enhanced by the deployment of elec-
tronic balloting systems, along with recommendations of considerations that can assist in reducing
these vulnerabilities. A discussion of some issues related to the 2000 Florida Presidential election,
recount, and litigation is included.

Elements of the Proposed Effort

The proposed effort is expected to address the following items, each in as much detail as permit-
ted by the funding level and time available, and each involving Neumann and Mercuri. Graduate
students would be involved in many of these items as well, as appropriate.

1. Pursue research on system requirements, principles, and architectures that can provide mean-
ingful system integrity and independent accountability, with particular interest in, but not
totally restricted to, electronic vote casting and electronic vote tabulation. This section of
the proposal outlines many of the issues we will consider. Our expertise, background, and
previous work (especially [15]) form an excellent starting point.
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2. Internet voting will also be considered to the extent that trustworthiness could be assured
without having to trust massive portions of the Internet, its attached systems, and its users,
perhaps using some of the alternative architecture concepts of Neumann’s CHATS project [30].
Although unconstrained schemes for voting over the Internet have been widely condemned
as too risky, we will consider whether there are any highly constrained approaches that could
be acceptable, for example, limited to certain physical locations.

3. Continue to explore realistic evaluation criteria such as those developed in Dr. Mercuri’s doc-
toral thesis [15], identify weaknesses therein, and iterate on the criteria, providing detailed
analyses of the approach and its potential limitations.

4. Provide graduate students with experience in this research area and guidance on potential
thesis topics involving relevant problems.

5. Continue to write articles and papers, speak with media, and give talks relating to the risks
of self-auditing fully electronic voting systems.

6. Write a book on the risks in electronic elections and what can be done to minimize those
risks.

7. Prepare educational materials that can be useful as components in courses on computer se-
curity, system architecture, political science, democratic principles, and so on.

8. Work with the National Institute of Standards and Technology, the Federal Election Commis-
sion, and the Election Assistance Commission established under the Help America Vote Act
of 2002, to offer help in the ongoing effort to dramatically improve the existing standards,
necessary components, and oversight. (Mercuri and Neumann both participated in the re-
view of the FEC’s 2002 draft standards, but were disappointed that their analyses were only
marginally addressed. In addition, Mercuri testified at the early hearings of the Voting Rights
Act bills and was instrumental in ensuring that an audit-trail capacity requirement appeared
in the final legislation.)

9. Ensure that the resulting recommended approaches will address concerns of voter usability
needs, and are capable of being sensibly administered by local election officials and poll
workers, without compromising the desired accountability.

10. Develop educational materials that would be useful for government election officials, ven-
dors, and certification authorities, particularly with respect to safeguarding from risks during
the development, certification, procurement, deployment, use, and maintenance of the elec-
tion systems.

11. Develop recommendations for enhancing the procurement process, for example, canonical
requirements and evaluation procedures, and general guidance.

12. Explore the tradeoffs among anonymity, semi-anonymity (as in the British approach of recov-
ery by the Government of certain individuals’ votes, subject to suitable warrants), marginal
anonymity (as in handling of absentee ballots), and so on, within the context of electronic
voting, and examine their implications.
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13. Explore the tradeoffs between open-source software and proprietary closed-source in the
context of electronic voting systems. (For example, see [28] for a general summary.)

14. Examine the viability of escrowing voting system source code, along with the possible ben-
efits and risks.

15. Summarize other tradeoffs, such as those between electronic systems and more conventional
(e.g., paper-based) election methods; tradeoffs among legislation, regulation, and litigation,
in terms of what defines a vote; how a meaningful recount might be performed when there is
no accountability; how recounts can be avoided through significantly increased integrity and
accountability; and other relevant issues.

16. Examine the applicability of various approaches to providing significantly greater assurance,
such as the use of formal methods in analyzing carefully constrained system architectures.

17. Overall, whether or not the proposed effort is successful in characterizing practical alterna-
tives for major improvements in election integrity and accountability, some conclusions must
be drawn relating to the various tradeoffs among other technologies, including optically-read
paper ballots and other lower-tech approaches.

The proposed project focuses ostensibly on integrity and accountability in electronic voting
systems – as part of complete systems, not as individual components or software in isolation of
the operational environments. Many of the results will be directly relevant to other applications
within a large family of auditable systems requiring some balance of accountability together with
anonymity and privacy. Indeed, the complexity of the paradigmatic security and privacy problems
considered in the proposal is prototypically relevant much more broadly, as noted below in the
subsection on merit review criteria – under broader impacts of the proposed activity.

Overall, we believe that caution is advisable regarding the rather misguided belief that technol-
ogy is an easy fix for some of the past problems. High-tech electronic systems are not necessarily
better than the more conventional alternatives, a conclusion reached (for example) by the Cal-
tech/MIT study [1]. Indeed, in the absence of meaningful accountability, they may be much worse
from the viewpoint of total election system integrity, even though highly popular with election
officials because of their speed and avoidance of recounts (even if the results are wildly incorrect).
Thus, we expect to characterize many of the potential causes of failure and intentional misuse,
along with the associated risks.

Management Plan

The proposed effort will be done by Dr. Peter Neumann and Professor Rebecca Mercuri, as
Co-Principal Investigators. They have collaborated extensively on a pro bono basis for the past 15
years regarding voting systems, and will be able to communicate by e-mail, Internet, telephone,
and in person (on the East coast during the academic years, with protracted joint work largely on
the West coast during the summers). During the academic year 2003-3004, she will be on sabattical
from Bryn Mawr — during which time she anticipates being associated informally with Princeton.
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For the academic year 2004-2005, there is a likelihood of her being considered for a Radcliffe Fel-
lowship. The proposed funding includes full-time summer support for Dr. Mercuri and graduate
students (most likely one graduate student each summer, although we might have two one sum-
mer and none another summer, depending on when the project begins), with suitable travel support.

Cost Sharing

No cost sharing is required in this proposed effort. However, because Dr. Mercuri’s nine-month
academic-year salary will be paid while she is on sabbatical from Bryn Mawr College the first year,
and anticipating her being on leave under a prospective fellowship the second year, while still be-
ing able to work extensively on the proposed effort, considerable financial leverage is expected
to be available to enhance the effectiveness of the NSF funding, in addition to providing leverage
with respect to her time availability and intellectual involvement in the proposed work. Similarly,
Dr. Neumann receives some support from SRI for his ACM and other related activities that address
the problems of electronic voting systems.

International Collaborations

There are no anticipated explicit international collaborations in the proposed research, although
we are cognizant of efforts in other countries. In particular, Mercuri briefed the United Kingdom
Cabinet Office in October 2002, and is tracking electronic elections in other countries as well (e.g.,
Germany, Brazil). Furthermore, her work was instrumental in the retrofit of the voting systems
used in 3 percent of the 2002 Brazilian election [35].

Technology Transfer and Legislative Improvements

There are, of course, potential spin-offs of this work into the commercial marketplace. As
noted above, Dr. Mercuri’s past work has already had an impact on Avante’s product line and has
inspired the Brazilian experiment (with machines provided by National Semiconductor, running
Microsoft and Unisys software). It is hoped that the proposed work will help goad some of the
election system developers into adopting some of the resulting approaches – perhaps along with
improved NIST and FEC standards and Federal and State legislation mandating greater integrity
and accountability. Note that Dr. Mercuri has already directly influenced the inclusion of audit-trail
requirements in the Help America Vote Act and new California and Florida election codes.

Prior NSF Results

There are no prior NSF results of ours directly related to the proposed topic, because we have
received no prior funding in this area. An earlier NSF-funded paper by Neumann [24] is relevant
to system trustworthiness in general, but is largely superseded by more recent work noted below.

Merit Review Criteria

The intellectual merit of the proposed activity is manifold.
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� This project is based on the Principal Investigators’ many years of experience in the design
of trustworthy systems and the analysis of nontrustworthy systems, treated as systems in the
large. It will apply advanced concepts in system and network architecture, requirements for-
mulation, and software engineering. It will take direct advantage of the results of Neumann’s
current DARPA project on designing systems in which the necessary assurable trustworthi-
ness can be dramatically isolated.

� The results of the work will provide extensive materials for teaching and study relating specif-
ically to the problems of electronic election systems.

� The research will provide considerable leverage for federal, state, and local government en-
tities desiring to improve the integrity of their election process.

� The problems considered are enormously important for the preservation of our democratic
form of government.

� The proposers are both extremely well qualified to perform the proposed activity, with a
combined experience approaching 40 years relating to the integrity of the election process
and approaching 70 years relating to the development and analysis of trustworthy systems.

� The proposed effort is unconstrained in its willingness to consider new alternatives in addi-
tion to the Mercuri Method and the Chaum Mechanism outlined herein. If ever thinking out
of the box was in order, it is with respect to the problems considered here. However, all of
the alternatives considered will be examined for their practical feasibility and their ease of
use.

There are numerous broader impacts of the proposed activity.

� As noted in the project summary, the results of this effort will also be directly applicable to
various other applications in which accountability and integrity must be balanced with needs
such as privacy, confidentiality, and pseudoanonymity, such as monitoring proper use of sen-
sitive databases without compromising the desired privacy that might otherwise result from
the monitoring itself. Examples include the maintenance of medical information, genetic
records, financial transactions, and other cases in which accuracy and integrity are required
along with some form of anonymity.

� The results of the work will provide extensive materials for teaching about trustworthy sys-
tems and system architecture, and be of considerable interest to others such as departments of
political science and schools of public administration, offering a well-developed analysis of
the paradigmatic security and privacy problems represented by electronic election systems.

� When considered in the large, from registration to vote casting to computing the results,
today’s election systems have had a debilitating and perhaps unexpected effect in disenfran-
chising many citizens, particularly minority and disabled voters. The recent efforts to facili-
tate sight-impaired voters have also introduced some new and very serious potential security
risks. The proposed work should help significantly in alleviating these problems, and also
provide increased awareness for advocates of increased voter education.
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� The results will be disseminated broadly, through articles, at least one book, conference
papers and panel appearances, and Internet Web documents.

� The benefits to society could be enormous if the research is adopted by a combination of
developer altruism and legislative efforts in democratic nations to encourage developer par-
ticipation in adopting the results. In that the U.S. is looked at as a leader in technology and
voting rights, we have a responsibility to the world, not just our own country.

� The proposed effort is strongly motivated by a desire to integrate research and education, to
significantly increase the awareness levels of the voting populace and of students who will
become voters. The pervasive nature of the security and privacy problems raised by electronic
voting system integrity and accountability could have a much greater personal appeal than
many of the more subtle ways in which our lives interact with security and privacy issues.

List of All Personnel Associated with the Proposal

Peter G. Neumann, Principal Scientist, Computer Science Laboratory, SRI International, 333
Ravenswood Avenue, Menlo Park, California, 94025-3493. His Harvard University doctoral thesis
advisor (1957-1961) was Professor Anthony G. Oettinger (still active). Collaborators in the past
48 months relevant to the proposal area include Rebecca Mercuri (below) and Lauren Weinstein.
Other collaborators in the past 48 months include Drew Dean and Sami Saydjari (working on Neu-
mann’s DARPA Composable High-Assurance Trustworthy Systems project, at SRI), and Phillip
Porras (EMERALD and misuse detection generally, at SRI), in capacities related to trustworthy
systems and other research areas in general but not to voting machines in specific. Porras is the
only one of the three with whom he has coauthored papers, although Dean and Saydjari were
contributors to the DARPA CHATS project. Patrick Lincoln heads SRI’s Computer Science Labo-
ratory, so in some sense he can also be called a colLaborator (unless that is stretching a pun too far).
In addition, Neumann chairs the ACM Committee on Computers and Public Policy, whose mem-
bers include Peter Denning, Sy Goodman, Jim Horning, Rob Kling, Nancy Leveson, David Parnas,
Jerry Saltzer, Barbara Simons, and Lauren Weinstein, although they act more as a review board
for Neumann’s ACM activities (including referees for the CACM Inside Risks articles) rather than
strict-sense collaborators.

Rebecca T. Mercuri, Assistant Professor in the Department of Mathematics (Computer Science
Division), Bryn Mawr College, 101 North Merion Avenue, Bryn Mawr College, Pennsylvania,
19010-2899. Her University of Pennsylvania thesis external advisor was Peter G. Neumann. Her
committee also included Penn professors Norman Badler, David Farber, Mitch Marcus, and Lyle
Ungar. Her primary collaborator in the past 48 months relevant to the proposal area has been Peter
G. Neumann, although in the complete absence of any funding. (Lauren Weinstein coauthored
one item with them on Internet voting, also in the absence of any funding.) Essentially all of their
collaboration has been pro bono for both of them. Her other collaborators in the past 48 months
included co-authors Maria Hristova, Ananya Misra, and Megan Rutter, students at Bryn Mawr,
albeit in an essentially unrelated area.
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BIOGRAPHY for Peter Neumann

Peter G. Neumann (Neumann@CSL.sri.com, http://www.csl.sri.com/neumann) received three
degrees from Harvard: AB in Mathematics cum laude in 1954, SM in Applied Mathematics in
1955, and PhD in 1961. (There was no computer science department in those days.) He also
received a Dr rerum naturarum from the Technische Hochschule, Darmstadt, Germany, in 1960,
while on a Fulbright from 1958 to 1960. Anthony G. Oettinger and Alwin Walther were the
advisors for his Harvard [23] and Darmstadt [22] doctoral theses, respectively.

He was an Adjunct Professor at the University of Maryland in the fall of 1999, where he taught
a course of his own creation on survivable systems and networks. He was also a visiting Mackay
Lecturer at Berkeley throughout the 1970–1971 academic year, and before that at Stanford in the
spring quarter of 1964. He was also a teaching fellow and research assistant at Harvard for most
of his graduate residence from 1954 to 1958.

He has worked in the computer field since 1953, when he was a summer student at the Naval
Ordnance Lab in White Oak, Maryland. In the Computer Science Lab at Bell Telephone Labs
at Murray Hill, New Jersey, throughout the 1960s, he was involved in research in computers and
communications; during 1965 through 1969, he participated extensively in the design, develop-
ment, and management of Multics, jointly with MIT and Honeywell, and led the Multics efforts at
Bell Labs.

In the Computer Science Laboratory at SRI since 1971, where he is now Principal Scientist, he
has been concerned with computer systems having stringent requirements for security, reliability,
human safety, and high assurance (including formal methods). He has been technically involved
in electronic voting systems in one way or another for the past 20 years. He was part of the SRI
team that wrote the requirements for the New York City Election Project’s desired electronic voting
systems, helped evaluate the proposals, and later was called on to examine the source code of the
selected system (under nondisclosure agreements to the City and the developer). His analysis and
testimony apparently had some influence on the Board of Elections canceling the contract. Since
then, he has been a strong critic of voting machines that provide little or no accountability, testi-
fying for the California Assembly (January 17, 2001, http://www.csl.sri.com/neumann/calass.pdf)
and the Houston City Council (July 9-10 2001), and generally advising on the risks involved in
trusting unaccountable computers in elections.

His most relevant recent publications include a book, Computer-Related Risks [26] (which in-
corporates the paper [25]), a report [27] on architectures for highly survivable and secure systems
and networks, and the emerging report [30] for DARPA’s Composable High Assurance Trustwor-
thy Systems program, available on his Web site. All of these publications are directly relevant to
the proposed work. In particular, the book includes a set of requirements for electronic voting ma-
chines that later became the basis for Rebecca Mercuri’s doctoral thesis (see below), in which she
elaborated extensively on those requirements and the difficulties of fulfilling them. The CHATS
report considers architectures that localize the need for trustworthiness. He has also discussed the
risks of electronic voting extensively in the ACM Risks Forum (www.risks.org) and in his quarterly
columns in the ACM SIGSOFT Software Engineering Notes.

Other work is also relevant, but less specifically so. For example, in addition to being heav-
ily involved in the design and development of a very secure system, Multics (e.g., the file-system
design [3]), he was principal investigator for the Provably Secure Operating System design (1973-
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1980) [10, 31], whose strongly typed architecture led to Honeywell and Secure Computing Cor-
poration systems, under the sponsorship of NSA. He has been involved in SRI’s work on anomaly
and misuse detection for the past 20 years, including IDES [7] and NIDES [12], and more recently
co-authored two basic papers on EMERALD [34, 33], the latter given the best-paper award at
the First USENIX Workshop on Intrusion Detection and Network Monitoring. He was an origi-
nal member of the SeaView team that produced a multilevel-secure database management system
based on a security kernel but not requiring any MLS trustworthiness in the DBMS, based on a
recommendation of the National Academy of Sciences summer study group co-chaired by him and
Dorothy Denning [8]. All of those efforts address integrity and accountability. His NSF-funded
1990 paper [24] is noted above.

Dr. Neumann served on doctoral thesis committees for Jeff Ullman at Princeton (1960s), Drew
Dean at Princeton (1999, relating to formal aspects of mobile code security [5]), Lenny Foner at
MIT (1999, relating to security and privacy in a data-sharing environment), Chenxi Wang at the
University of Virginia (2001, on obfuscation to hinder reverse engineering [40]), and most recently
Rebecca Mercuri at the University of Pennsylvania (2001, Electronic Vote Tabulation: Checks &
Balances [15], most relevant to the present proposal, in its treatment of the integrity and lack of
integrity in the electronic voting-system process [15]). He was technically Dr. Mercuri’s External
Advisor, but in reality her principal advisor on this subject.

He has been on three National Academy of Sciences studies, relating to multilevel secure
databases (1982 [38]), Computers at Risk (1989–1990 [2]) and U.S. cryptographic policy (1994–
1996 [4]). He is a member of the U.S. General Accounting Office Executive Council on Infor-
mation Management and Technology. He is also a member of the National Science Foundation
Computer Information Science and Engineering Advisory Board.

For the ACM, he was founder of SIGSOFT’s Software Engineering Notes in 1976 and editor
for 18 years; Chairman of the ACM Committee on Computers and Public Policy (since 1985);
co-chairman of the ACM Advisory Committee on Security and Privacy (created in 2001); and a
Contributing Editor for CACM (since 1990) for the monthly ‘Inside Risks’ column. In 1985 he
created, and still moderates, the ACM Forum on Risks to the Public in the Use of Computers
and Related Technology, which is one of the most widely read of the serious online computer
newsgroups. His RISKS-derived book (Computer-Related Risks, Addison-Wesley, 1995) is in its
fifth printing, and is now also available in Japanese.

His Website (http://www.CSL.sri.com/neumann) includes testimonies for Senate and House
committees, on risks in the critical infrastructures, cryptography, URLs for the Risk Forum, and
other items.

He is a Fellow of the American Association for the Advancement of Science, the ACM, and the
Institute of Electrical and Electronics Engineers. He has received the ACM Outstanding Contribu-
tion Award for 1992, the first SRI Exceptional Performance Award for Leadership in Community
Service in 1992, the Electronic Frontier Foundation Pioneer Award in 1996, the ACM SIGSOFT
Distinguished Service Award in 1997, the CPSR Norbert Wiener Award in October 1997, for “deep
commitment to the socially responsible use of computing technology”, and the National Computer
Systems Security Award in 2002.
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BIOGRAPHY for Rebecca Mercuri (SRI Proposal Number ECU 02-475)

Rebecca Mercuri (www.notablesoftware.com/evote.html, mercuri@acm.org) is an Assistant
Professor in the Department of Mathematics (Computer Science Division), Bryn Mawr College.
She received her Ph.D. from the School of Engineering and Applied Science at the University
of Pennsylvania in 2001, after receiving an M.S.Eng. there in 1990. Earlier degrees include an
M.S. in Computer Science from Drexel University (1989), a B.S. in Computer Science from the
Pennsylvania State University (1979), and a B.S. in Music from the University of the Arts (1977).
Prior to her employment at Bryn Mawr in 2000, she spent 20 years in industry, both as an inde-
pendent contractor with Notable Software, Inc., the consulting firm she founded, and as a regular
employee. Positions included Visiting Member of Technical Staff, AT&T Bell Labs; Associate
Member of Technical Staff, RCA David Sarnoff Research Center; independent contractor at In-
tel, Federal Aviation Administration, Philadelphia Stock Exchange; and subcontractor for the U.S.
Departments of Defense and Education, and for Merck, Inc.

Her research interests focus on interactive real-time systems, with an emphasis on digital mul-
timedia and computer-related risks and security issues. Dr. Mercuri has been acclaimed as one
of the leading experts on electronic vote tabulation – she has published more than a dozen papers
(and her doctoral thesis [15]) on this subject, and testified in Florida election hearings in 2000 and
2002. She also provides expert witness and election consultation services worldwide.

She organized and chaired a session on Security and Auditability of Electronic Vote Tabulation
Systems for the 1993 National Computer Security Conference in Baltimore, sponsored by NIST
and NSA. She also organized and chaired a session on Electronic Voting: Threats to Democracy,
for the Third Conference on Computers, Freedom, and Privacy, in March 1993. In addition, she
was an invited panelist on voting-system topics, for the annual conference of Computer Profes-
sionals for Social Responsibility (October 1996), a National Press Club session (January 2001),
the 27th Asilomar Microcomputer Workshop (April 2001), and the 24th Annual Conference of the
Council on Government Ethics and Laws (September 2002).

Her comments and theories have been quoted by the Wall Street Journal, The Economist, Scien-
tific American, The New York Times, U.S. News and World Report, the Associated Press, National
Public Radio, and other major news services. She writes a quarterly column on computer security
in Communications of the ACM, and is a frequent guest columnist to CACM’s Inside Risks. She has
received awards from the National ACM and Region 1 of the IEEE for her service as co-founder
and long-time board member of the Princeton ACM/IEEE Computer Society. Dr. Mercuri was
elected to membership in Upsilon Pi Epsilon, the Computer Science honor society.

The five most relevant publications (apart from her doctoral thesis, which is clearly most rele-
vant of all) are:

� Rebecca Mercuri, A Better Ballot Box?, IEEE Spectrum, October 2002, pp. 446–
50 [16].

� Rebecca Mercuri, Computer Security: Quality Rather than Quantity, Security Watch
column, Communications of the ACM, 45, 10, pp. 11–14, October 2002.

� Rebecca Mercuri, Humanizing Voting Interfaces, Usability Professionals’ Associa-
tion Conference Proceedings, July 11, 2002.

� Peter Neumann, Rebecca Mercuri, Lauren Weinstein, Internet and Electronic Voting,
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ACM Software Engineering Notes (SIGSOFT), 26, 3, p. 8, March 2001 [32].
� D.D. Seligmann, Rebecca T. Mercuri, and John T. Edmark, Providing Assurances in
a Multimedia Interactive Environment, Proceedings of ACM SIGCHI ’95, May, 1995.

Other publications worthy of note here, with considerable general relevance even if not specif-
ically addressing electronic voting systems, include the following:

� R.T. Mercuri, On Auditing Audit Trails, Security Watch column, Communications of
the ACM, January 2003 [19].

� R.T. Mercuri, Physical Verifiability of Computer Systems, Proceedings of the Fifth
International Computer Virus and Security Conference, March 1992.

� R.T. Mercuri, In Search of Academic Integrity, Communications of the ACM, 40, 5,
pp. 11-14, May 1998.

All of these and other publications are available on her Web site.

Dr. Mercuri has no current research support, all previously funded projects having been con-
cluded. She is currently listed as one of nine proposed co-principal investigators (with members of
Princeton University’s Sociology, Computer Science, and Electrical Engineering Departments) in
an NSF IGERT proposal on Pervasive Information Systems.
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   TOTAL SALARIES, WAGES AND FRINGE BENEFITS (A + B + C)

D.  EQUIPMENT (LIST ITEM AND DOLLAR AMOUNT FOR EACH ITEM EXCEEDING $5,000.)

   TOTAL EQUIPMENT

E.  TRAVEL 1.  DOMESTIC (INCL. CANADA, MEXICO AND U.S. POSSESSIONS)

2.  FOREIGN
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1. STIPENDS         $

2. TRAVEL

3. SUBSISTENCE
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   TOTAL EQUIPMENT

E.  TRAVEL 1.  DOMESTIC (INCL. CANADA, MEXICO AND U.S. POSSESSIONS)

2.  FOREIGN

F.  PARTICIPANT SUPPORT COSTS

1. STIPENDS         $

2. TRAVEL

3. SUBSISTENCE

4. OTHER
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F.  PARTICIPANT SUPPORT COSTS
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Budget Justification Page

  

Salary -  Co-PI will spend 3 summer months and 1 month during the academic year working on
this project.  Summer salary is requested and the 1 month academic year salary will be
covered by Bryn Mawr College.  Salary is calculated based on annual academic salary and
incremented by 4% annually.  

Fringe Benefits - Fringe benefits are calculated at 20% on summer salary and 26% on
academic year salary.  Academic year fringe benefits will be covered by Bryn Mawr
College.

Travel -  Co-PI will make four trips per year to SRI in California during the year with
several weeks spent on-site at SRI. Calculation is made for living quarters ($1500/mo.)
and car rental ($500/mo). In addition, airfare is calculated at a maximum of $800 per
trip.  Co-PI will also attend at least one conference per year for the purpose of
presentation.  The cost for the conference is calculated at $1500/yr.

Other Supplies - Co-PI will need a high speed link, phone line, and data line to her home
for this project.  The cost is estimated at $100/mo.

Indirect Costs - Indirect Costs are calculated at 21% (off-campus rate)of salaries and
wages.



Current and Pending Support
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USE ADDITIONAL SHEETS AS NECESSARYPage G-

Peter Neumann

Architectural Frameworks for Composable Survivability and
Security

DARPA/SPAWAR
1,076,438 06/29/01 - 06/28/03

Menlo Park, CA
4.00 0.00 0.00

Discerning Attacker Intent

MPO
1,082,678 04/18/00 - 04/17/03

Menlo Park, CA
0.50 0.00 0.00

ITR:  Integrity and Accountability in Electronic Election
Systems

NSF
499,942 09/01/03 - 09/01/06

Menlo Park, CA
2.00 0.00 0.00
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Current and Pending Support
(See GPG Section II.D.8 for guidance on information to include on this form.)
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Investigator:
Other agencies (including NSF) to which this proposal has been/will be submitted.

Support: Current Pending Submission Planned in Near Future *Transfer of Support

Project/Proposal Title:
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The proposed research will be conducted using the computational facilities of the
Computer Science Laboratory (CSL) and the System Design Laboratory (SDL), SRI
International, Menlo Park, California.  CSL/SDL supports its own research facility
consisting of over 100 workstations, and over 30 file servers (providing over two
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COMPUTER FACILITIES (continued):

terabytes of storage) and CPU servers including several multiprocessor machines.  Most
of the computing facility is running Linux, with dedicated  machines running FreeBSD,
SunOS, Solaris, AIX and Digital UNIX. Several personal computers are available running
Windows. A printing service is maintained providing high-quality monochrome and color
printing. All of the servers, workstations and printers are connected to a
high-capacity Cisco switch providing 200MB links to offices, and by multiple redundant
links to the Internet. Telecommuting access is also supported, by means of dedicated
high-speed ISDN and DSL links to staff homes.




